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Abstract: By employing a novel communication service surveillance algorithm called “Shepherd”,a

DDoS (Distributed Denial- of- Service) detection architecture named Baseline,which is considered a

passive approach,is presented. [t achieves high adaptability through delegating the QoS (Quality of

Service )degradation judgement to the individual communication processes. By adding plug-able modules

to the actuator of the daemon,Baseline can be easily integrated with IDSs (Intrusion Detection

Systems ). While compared with previous work,neither traffic analysis or packets content filtering

nor any modification to the existing router systems is required,which is very feasible. Moreover,

Baseline may achieve zero false positive to some extent.
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0 Introduction

Although a perfect solution to defend against
the DDoS (Distributed Denial- of- Service) attacks,of
which several typical kinds such as Smurf, SYN
-Flooding and TFN2k have been identified and
investigated"™,can never be achieved in the current
Internet infrastructure according to the nature and
the underlying routing mechanisms of the Internet,
many solutions have been suggested to address
the problem. For example:Ingress Filtering*/ Egress
Filtering>’ can sieve out the spoofed packets even
before they are injected to the Internet;IP trace-
back'®’ and ICMP traceback”’ are introduced to find
out the sources of the DDoS attacks; ACC (Ag-
eregate-based Congestion Control)®'is introduced to
detect and thwart DDoS attack streams through the
mechanism of Pushback ©',which calls for the co-
operation of the routers in the path of packets
forwarding from the source to the destination;Over-
lay networks® are used by the service providers to
hide their Internet servers,and still some approa-
ches try to detect DDoS attacks simply through the
measurement of some specific variables such as the
network throughput or the packet loss rate of the

supervised host. These solutions,if applied to the hosts
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and routers in the Internet,will greatly reduce the
risk of been attacked by the DDoS attacks.
Baseline service —the approach present in this
paper tries to address the problem of DDoS attacks
from a different perspective,which is often neg-
lected by other approaches that:what effect the
DDoS
munication processes on the hosts? As the problem
of DDoS attacks totally
resolved,if it doesn’t hider the data communication

of the

service to an acceptable extent,why not just tolerate

attack may cause to the network com-

cannot be easily and

running processes or only degrade the
and monitor on it instead of being over-alert? The
philosophy that sits in the heart of our solution is:
“If it ain’t broken,don’t fix it”, Baseline service
thus takes a passive attitude toward the possible
DDoS attack traffic. The only thing that is cared by
the Baseline daemon deployed in the host is the
service availability status of the currently running
communication processes,are they properly running
with enough bandwidth to service their clients or
peers? Or have already been DDoSed to a halt?
Baseline service takes care of it as will be
described in section 1.

After giving a thorough description of the
section 1,the
Shepherd algorithm of DDoS detection,which is our

Baseline service architecture in

core contribution ,is described in section 2. An in
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-depth analysis of the whole approach will also be
given in this section as well. Section 3 discusses in
detail the implementation issues of Baseline service.

1 Baseline service

1.1 Overview

Compared with approaches such as [8] and [4],
which are proactive in the defending of the DDoS
attacks,and some other solutions like [10]and [11],
which is considered to be reactive,Baseline takes a
somewhat passive attitude toward the DDoS attacks.
With the creed that “if it ain’t broken,don’t fix it”,
Baseline service runs silently in the background and
monitors on the running communication processes,if
the availability of any such process is degraded to
a certain degree,which is defined in the confi-
guration of the process,a possible DDoS attack may
be identified and thus further actions may be taken
due to the decision made by the Baseline actuator.

Running as a background daemon,Baseline
service architecture contains five building compo-
nents as shown in Fig.1. They are namely Configu-
ration , Register , Table , Shepherd and Actuator. Any
process that engaged in data communication (TCP/
IP based here) within the Internet may set their re-
spective requirements of service quality in the
Baseline Configuration. When started ,the Shepherd
of the Baseline daemon monitors all the communi-
cation operations performed by such registered pro-
cesses continuously and if the required service
quality cannot be ensured,the Shepherd will inform
Actuator the situation and thus further actions may
be taken due to a decision making procedure of

the Actuator.

| pid ‘ uid | start ‘ timeoutCount | timeout | maxTimeoutCount |

Table <:It>{ Shepher@
U

| Actuator |

T Register

Send / Receive

function call

Baseline Configuration

Baseline service architecture

1.2 Conﬁgiﬁhtlon
We base our approach on the point that whether
denied

know best. Thus the communication processes may

services or not,the processes themselves
provide their specific definitions of denial of service
by set them in the Baseline Configuration. This
strategy makes Baseline service different from many
other DDoS Detection methods,which make decisions

on whether there are DDoS attacks going on wi-

thout even query the status of the running network
services. When a possible DDoS attack is identified
through a noticeable degradation (defined in the
Configuration) in the service quality of a supervised
communication process, Baseline service will make
decisions for the proper reactions to be taken,which
is supported by the Baseline Configuration. Varia-
bles that associated with the quality of service for
instance timeout,max timeout times,minimum band-
width

many others may be specified in the Configuration

required, maximum bandwidth required and
and hence be used to define the normal service
status and support the decision making process of
the Baseline Actuator.

With no specific service quality requirements
provided in the Configuration,a communication pro-
cess may be only monitored on its timeout and
timeout time’s count,which is considered a univer-
sally applicable mechanism and can be efficiently
implemented. In order to be applied by the Baseline
service ,more complex strategies need to be speci-
fied by the owners of the processes in the Baseline
Configuration.

As shown in Fig.1,current version of the Base-
line service architecture uses timeout and timeout
counts to measure the availability of certain commu-
nication processes. If flooded by a DDoS attack,the
processes monitored by the Baseline daemon may
be deprived of their legitimate bandwidth occupation
and their send /receive calls encounter timeouts ;the
Actuator will analyze the situation provided by the
Shepherd then and take further actions.

1.3 Table

Baseline Table is the specific storage allocated
by Baseline daemon to record the brief (QoS(Quality
of Service) status of every send/receive call invoca-
ted by the communication processes that registered
with Baseline service,which resides in the memory
and may be dynamically appended by the Register
and modified by the Shepherd. When a send/receive
operation is invocated,the Register generates a new
entry with the service quality requirements specified
in the Configuration. The entry contains such fields
as described in Fig.1 and they are namely the id
of the communication process(pid),id of the user
that run the process(uid),beginning of method in-
vocation (start) ,timeouts encountered (timeoutCount ),
timeout duration (timeout) and max times of timeout
(maxTimeoutCount ). The Shepherd modifies all the
entries in the Table periodically and will delete any
entry in the following two situations:1)when the

send / receive call associated with it successfully fi
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nished ;2 )more timeouts than can be tolerated en-
countered and the actuator is activated. The Table
must be restricted to hold only a limited number of
entries in order to minimize memory cost while still
retain the efficiency,thus comes the problem of the
Table size
Baseline daemon implementation and will be dis-

choosing,which is important in the
cussed in section 2.
1.4 Register

In the architecture of Baseline service,Register
acts as the bridge between the user application and
the Baseline service. The communication application
that needs their availability monitored must register
every function call of data sending / receiving they
invocated to the Baseline Table when they are
running. Similarly , before a data sending / receiving
function call returns successfully,a process of un
-registration must be performed by the communi-
cation process that invocate the function call in
order to remove the entry related to the very
function call from the Table. If the specific require-
ments of service qualities are not supplied with
these registrations,the Register will perform lookups
in the Configuration to retrieve the QoS require-
ments of the very processes. The multiple QoS
requirements registrations of communication opera-
tions in the life time of a certain process can be
simplified to a single one that when the process
start communication in the network,its specific QoS
requirements is cached and will be automatically
filled to the subsequently generated entries by the
Register.
1.5 Shepherd

Shepherd is the always-running part of the
Baseline service. After started the Shepherd will
Table
periodically by updating the entries in the Table

keep running and monitor the Baseline
iteratively. If signs of denial of service are identified
from an entry,for example the maximum timeouts is
encountered , Shepherd will notify Actuator the situa-
tion and remove the very entry. In order to achieve
high efficiency while introducing only trivial over-
head to the system,no further decisions are made
by the Shepherd,which only plays the role of a
Shepherd that monitors his sheep—the function calls
invoked by the communication processes that regis-
tered in the Table. In the current version of Baseline
service architecture,Shepherd loops to check every
entry in the Table to find timeouts,if a timeout is
found  Shepherd will

timeout counter and compare it with the threshold

increment the associated

set by the processes to identify a possible severe

QoS degradation and then ask the Actuator for the
corresponding reactions to be taken. Detail of the
algorithm applied by Shepherd and the implementa-
tion issues are given in the following sections.
1.6 Actuator

Baseline service daemon depends on the Actua-
tor for decision making and taking further actions
to the identified DDoS attacks. Any data sending/
receiving function calls found to be unresponsive
(for example reaching their respective maximum
timeouts ) by the Shepherd will be informed to the
Actuator. Decisions on whether there is a DDoS
attack or not will be made according to the corres-
ponding strategies specified in the Baseline Configu-
ration. The status of the running communication
processes and the local network connections are
also important to the decision making procedure for
that if not conform to the registration protocol,a
communication process may leave an entry in the
Baseline Table even after a successful execution
and hence makes the operation seemed blocked by
too many timeouts. Such accident as an imprudence
unplugging of the network cable may also deny the
running communication processes their accesses to
infrastructure ,which  should not be
classified as DDoS attack either. Based on all the

the network

factors aforementioned,the Actuator decides whether
the reported situation is caused by a DDoS attack.
As the

research,a possible implementation will be provided

decision making engine is still under
in section 2.

If a noticeable degradation in QoS is identified
to be caused by a DoS/ DDoS attack,the Baseline
Actuator may take some reactions such as to raise
an alarm to the system administrator,calling the
beeper or send SMS messages to the security ad-
DDoS attack to the

operated IDS(Intrusion Detection System) or just log

ministrator; notify the inter-
the incident for the further analysis. Provided many
choices of actions to be taken when a DDoS attack
is detected, Actuator may provide a good scalability.
1.7 Overview

With the cooperation of the five components,
namely Register, Table , Configuration , Shepherd and
Actuator,Baseline service provide the system user a
DoS/DDoS attack detection mechanism through mo-
nitoring the service quality properties of their
communication processes and services. Different from
those approaches which detect DDoS attacks based

on their own judgments,the criteria adopted by
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Baseline service to identify a DDoS attack are
provided by the processes that really use or provide
some services in the Internet infrastructure,which
makes detection more accurate and results a less
false positive rate. It seems that a more false negative
rate may be resulted due to the passive nature of
Baseline service,however we think it differently that
if no communication processes are affected or their
service qualities are just degraded to an acceptable
extent,it’s just ok to tolerate and monitor on the
situation. Like many other approaches,the unique
application of the Baseline service cannot solve the
entire problem,a closely cooperation with more active

tools is considered a better practice.

2 Algorithm and analysis

2.1 Shepherd algorithm

The algorithm that performed by the Shepherd
of the Baseline service is presented in Algorithm
1,which sits in the center of the Baseline service
architecture. The Shepherd loops in the background
and checks periodically the entries of the registered
communication function calls to see if there are some
timeouts occurred through comparing and modifying
the entries. If more timeouts than the user specified
threshold for a denial-of-service is witnessed,the
will be notified the
corresponding entry in Baseline Table passed as the
the further
dures and actions to be taken.

Algorithm 1;Shepherd Algorithm
Loop

Actuator situation,with the

arguments , for decision-making proce-

Set current time to ¢;
For each entry {e;}in the Baseline Table
If( (- e,.start)>e,.timeout )
If( (e;.timeoutCount+1) <e;.maxTimeoutCount)
e;.timeoutCount ++;
Let e;.start=t;
Else
Actuate(e;) ;
End If
End If
End for
Sleep (SLEEP_INTERVAL) ;
End loop
e; in the algorithm refers to an entry in the
Baseline Table,which contains the fields as shown
in Fig.1. As any entry in the Baseline Table will
be removed before the corresponding communication
function call finishes its operation,a timeout is
recognized if the entry survived a longer time than
is expected by the user,which may be denoted by

the expression ( (- e;.start) > e;.timeout). The counter
will be incremented (e,.timeoutCount++ ) accordingly
in the situation and if its value exceeds the thre-
shold specified in the Baseline Configuration,which
is loaded into the field maxTimeoutCount of the
entry through the process of registration,a denial-of
-service is thus identified. In the infinite loop as
shown in Algorithm 1,it is important to keep the
CPU from being overwhelmed,so we use a sleep
operation at the end of the loop body to yield the
control of execution for a given time span
(SLEEP_INTERVAL) ,which is an empirical value
selected according to the supporting operation system
and the specific implementation of the Baseline
service.

For an always-running daemon like the Base-
line service,to run efficiently while introducing only
a low overhead to the system is of great impor-
tance. The computational complexity of the algori-
thms typically applied in some other DoS / DDoS
attack detection approaches such as those based on
pattern matching is linear to the cost needed to
process a single packet-denoted as P, ,which is
determined by the average packet length together
with the size of the rule set,thus entails many
comparison operations. Although Shepherd algorithm
is also considered to be executed in a time linear
to the average size of the Baseline Table,which is
intuitively the same with the number of packets
passing by, the operations that performed on a Table
entry (only several additions and comparisons) cost
greatly less than P, — that needed in a pat-tern-
matching one. Let alone other algorithms that are
directed by some more complex heuristics such as
neural networks,genetic algorithms and others,all
these approaches may cost even more computation
resources.

2.2 Simulation and analysis

Different from other DoS / DDoS detection ap-
proaches,which focus on the correctness and effec-
tiveness of their algorithms,the most important issue
in designing and implementing of the Baseline
service 1s its efficiency. As described in the section
1,if the Baseline service is efficiently implemented
and deployed,any DoS / DDoS attacks that disturb
the normal communication of the legitimate pro-
cesses and services will be identified through the
QoS degradation defined by them. As communication
processes register every data sending/receiving func-
tion calls to the Baseline Table and remove them
after they are successfully finished,the throughput
of real network communication can be simulated
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through just registering and removing entries in
Baseline Table. A simulation architecture is thus
suggested as shown in Fig.2,in which figure a
helper thread named generator generate Table entries
and register them into a buffer,which represents the
Baseline Table,and a thread named pseudo server
to remove selected entries according to some given
rule from the buffer. With the both helper threads
running continuously,the real communication environ-

ment can be simulated.

Attacker

Register
Generator

Buffer

<:::>{ Shepher@

Remove

Pseudo

server

Fig.2 Shepherd algorithm simulation environment

In a real life network communication environ-
ment,the specific rate of data sending / receiving
function calls may be limited due to their cost and
the delay of the underlying network,which depend
on the computation power provided by the computer
system closely,for example the limit in our test bed
system is around 46k calls per second,which is
achieved by a test process that grabs the CPU and
sends 32-byte UDP packets incessantly in our test
-bed machine — a normal Pentium-4 PC (IBM Net-
Vista 3305HC3) running at 24 GHz with 256 M RAM.
In the simulation of the Shepherd algorithm,as a
size of 46k multiply with the maximum value for a
typical timeout may be just enough (for example :
when the timeout is set to 5s and max timeouts set
to 3,46k*5%3<700 k) ,we set the buffer big enough
to hold any number of entries through applying
dynamic reallocation.

Before introducing the helper threads of the
generator and the pseudo server,a set of simu-
lations are performed to evaluate the performance of
the Shepherd algorithm when different Table sizes
are applied. Trying to exclude the possible interfe-
rences,the coefficient of SLEEP_INTERVAL in the
simulations is set to a fixed value of 500 ms. As
shown in Tab.l ,mainly for the operations of
memory allocation,the Shepherd algorithm utilizes
only 0.025% ~ 0.2% of CPU time when the Table is
set to contain less than 250k entries. A steep rise
is witnessed only after the size of the Table is set
beyond 300k,in which situation the iterations of the
Shepherd algorithm,not the operations of memory
allocation,take most of the CPU time assigned to
the process and the CPU utilization rate rises
almost linearly to the size of the Baseline Table.

Table sizes that exceed 5M are not tested for the
fact that with too many memory allocation ope-
rations incurred in those situations,the whole system
will  be swapping
performed by the operation system. Considering all

overwhelmed by the frequent
the facts discussed,a Table with 128k entries may
provide enough room for the communication processes
to register their data sending / receiving operations

while inviting only trivial computational overhead.

Tab.l Performance under different Table sizes

Table CPU Table CPU Table CPU
Size Usage/% Size Usage/%|| Size Usage/%

1k 0.024 30k 0.063 || 500 k 3.176
2k 0.024 40k 0.050 1M 7.246

3k 0.021 50k 0.100 2M 15.330
4k 0.024 100k  0.130 3M 21.720
Sk 0.024 200k  0.255 4M 26.870
10k 0.050 300k 0.713 5M 27.420

20k 0.050 400k 2911

To evaluate the performance of the Shepherd
algorithm from another perspective,different sleep
times are tested with a fixed Table size of 32k. As
seen from Tab.2,the simulation process occupies
approximately 83% CPU time when the SLEEP_IN-
TERVAL is set to 0 no sleep at all. When a sleep
is added to the end of a round of the algorithm,
which yield the CPU for a period of time de-
signated by the SLEEP_INTERVAL,a steep fall of
the CPU utilization percentage is resulted,which
remains stable (0.05% of CPU utilization) regardless

to the prolongation of the sleep time.

Tab.2 Performance under different sleep intervals

Sleep CPU Sleep CPU
Interval / ms Usage/%/|| Interval/ms Usage / %

0 82.246 25 0.060

1 0.200 100 0.051

2 0.060 250 0.051

5 0.054 500 0.051

10 0.076 1000 0.051

Another generator thread—attacker,as described
in Fig.2,is introduced to simulate the attack traffic
in  DoS/DDoS attacks
entries at a much higher rate than that may be

through generating Table

possible in the real communication sessions. Two
types of entry generation strategies are employed in
the attacker thread;the first is a linear strategy,
which generate Table entries at a fixed rate and
the second a Poisson one that generate £ entries in
(AAL)* oM
k1
In Tab.3,when the entry generation rate of the

any time of Az with a probability of

linear attacker exceeds 5k entries per second the

CPU utilization ratio rises along with it almost
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linearly. Similar results can be seen on the Poisson
attacker thread when the A falls into the region of
1k~30k,more fluctuations are witnessed when A is
set higher than 30k due to the probabilistic nature
of the Poisson process. To make the conclusion,
while occupying more and more CPU time as the
rate of the Table entry generation grows up,the
Shepherd algorithm remains efficient.

Tab.3 Performance of Shepherd algorithm under
simulated DoS/DDeoS attacks

Attack CPU Usage/ % Attack CPU Usage/ %
Rate Linear  Poisson Rate Linear  Poisson
/(kpkt*s™)  Agtacker  Attacker |/ (kpkt's™) Attacker Attacker
1 0.050 0.079 25 5.100 5.300
2 0.050 0.077 30 6.300 6.400
3 0.050 0.052 35 7.525 8.251
4 0.127 0.205 40 8.755 8.671
5 0.204 0.184 45 9.946  10.760
7.5 0.947 1.177 50 12.396  10.532
10 1.510 1.4380 55 13.333  12.056
15 2.791 2.791 60 14.170  13.650
20 3.958 4.113

3 Implementation and discussion

The test implementations of the Baseline ser-
vice support the results drawn from the analysis
given in the previous chapter. Two different versions
of the Baseline service are implemented to test the
usability of the Baseline service,a Java one and a
C++/Windows one. The Java implementation of the
Baseline service is running as a daemon,any pro-
cess that needs socket communication may send
its request through the JNDI interface provided by
the Baseline daemon. When a request is received,
the daemon returns a socket object wrapped with
the information needed by the Baseline service and
register the very process in the Baseline Table and
the communication operations invocated by the
process will be supervised by the Baseline daemon
afterwards. The C++/Windows implementation comes
closer to the operation system as a hook is set
between the users’ socket function calls and the real
invocations,which performs the

Shepherd

algorithm. As compared with the Java implementa-

Winsock function

additional operations required by the
tion,no modifications in the source codes of the
communication applications are needed to make in
the C++/ Windows version and all the legacy ap-
plications that utilize the socket APl may use with
this version of Baseline service,which provide an
easier and smoother way to deploy the Baseline

service.

As the algorithm introduced in the chapter 2
judges the degradation of service quality and avai-
lability solely through the counting of the timeouts
(as against the given values),the Baseline service
architecture is essentially universal. Different versions
of Shepherd algorithms the related service daemon
may be implemented with different physical values
supplied to be measured,which make the Baseline
service architecture highly adaptive and thus can be

deployed in any network communication environment.
4  Future work

A priority queue mechanism is scheduled to be
implemented in the future version of the Baseline
the fact

service , for that with a priority queue

introduced ,the communication process that has a
higher
supervision by the Shepherd with a higher certainty

priority of availability may be ensured
even if the system is in a busy state when the
Shepherd occupies only a trivial percentage of CPU
usage. Still another issue is to implement the Base-
line service daemon as a system service of the NT
based systems and configured to start automatically
along with the system boot process.

As discussed in the previous chapter,the Base-
line service architecture may achieve high adaptivity
and usability through taken different physical values
of the communication processes for measurement,
for example the timeouts count,the bandwidth occu-
pied,the number of connections established and the
throughput. Simulations in different kinds of network
communication environments should be taken to ana-
lyze these physical values to evaluate their specific
usability and effectiveness. With enough data acquired
we may try to give a theoretical model of the
Baseline service independent of all the physical

values to be measured.
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